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- The flow diagram 

 
 

 

 

 

 

 

 

 

 

 

 

 



- The top 10 principal components for covariance and correlation matrix are: 

o For correlation: calories, carbo, cups, fiber, potass, protein, shelf, sodium, sugars, 

and vitamins 

 
o For covariance: calories, carbo, fiber, potass, protein, shelf, sodium, sugars, 

vitamins and cups 

 
 



- The difference between the two sets of PCAs in terms of: 

o  1) the number of components needed to explain 90% of variation: 

 

For correlation, in this case the first Prin1 you can see that fiber and potass have 

the highest contribution so they dominate here in Prin1.  

In the other case using covariance matrix, you can see that in Prin1 the first one is 

sodium (.87) and potass is the second.  

 

o 2) The top two weighted contributions to the first components: 

 

For correlation matrix the first and second principle components make up the top 

weighted contributions with 17.89% and 16.64% 

 
 

 

 

 

 

 

 

 

 

 

 

 

 



For covariance matrix the first and second principle components make up the top 

 weighted contributions with 54.26% and 38.66% 

 

 
 

- Explain the reason for the differences you have observed in the previous question and 

briefly state the general guideline on when to use correlation matrix and when to use 

covariance matrix in computing PCAs. 

 

Due to the fact that we have a lot of variables that often contain a large variation in values, 

the PCAs are weighted at nearly 98%, which implies that there is strong correlation. We need 

to use correlation when we have to perform normalization on the scales. We will use 

covariance when the scales are similar and you do not need to normalize them. Covariance is 

affected by the change in scale, while correlation is not. Correlation is really just a specific 

case of covariance which we can find by standardizing the data. When making a choice, 

which is a better measure of the relationship between two variables, correlation is better 

because it remains unaffected by the change in location and scale. 

 

 

 

 

 

 

 

 



- Provide the RMSs for the two regression models and state whether you should use 

covariance matrix or correlation matrix in this particular case (i.e., this cereals dataset). 

o The Root Mean Square Error for the Correlation regression is 3.015. The Root 

Mean Square for the Covariance regression is 8.6031. Here you should use 

correlation matrix in this particular case. 

 

 
 

 

  


