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Use the given RidingMower file to answer the following questions. 

 

- Split the initial dataset using a lot size of 19. Find the entropies of the root node and 

the entropies of the resulting child nodes. Find the information gain from the split. 

Compare the split decision using the lot size of 19 with that using an income of 59.7 

(as computed on page 192). Which split decision would you take? Justify your 

answer. Show all steps in your computation.  

 

 

        
 H(X) = entropy  

 P(xi) = the proportion of observations in a rectangle X which belong to class I (out of n 

classes). 

 Logb = log with base 2 

 The Entropy ranges between 0 (for most pure) and log2(n) (equal representation of 

classes) 



 

Steps to solving entropy according to the book: 

 Obtain overall impurity measure (weighted avg. of individual rectangles) 

 At each successive stage, compare this measure across all possible splits in all variables 

 Choose the split that reduces impurity the most 

 Chosen split points become nodes on the tree 

 

Steps to solving entropy formula in excel: 

1. calculate the initial root node impurity by: a. get the values for each class of impurity; b. 

use the negative values * sum of the total impurity of the root node 

2. Now you must calculate the impurity of the split in the data. a. get the value for each 

nodes impurity; b. weighted average of the impurity; c. get the value for change of 

entropy (done by subtracting the root node entropy be each of the weighted splits 

 

Below is the entropy for the root nodes: 

 
Xi = n/TOTAL  12/24=0.5 

 
 



Below is the entropy on the split on Lot Size of 19 

 
Xi above = n/TOTAL => 9/12=0.75; 3/12=0.25 

 
 

 
 

 
 

The split based on income <59.7 which equals 0.543564 because it gives you the lowest entropy 

value which means that it is most pure. 



- Use the decision tree built on the home equity loan to determine how the following 

two cases would be classified. List the nodes traversed in order of visitation. If you 

decide to list the individual nodes, make sure you include the split information if it is 

not a leaf node. 

 
 

 

           
 

 

 

 

 

 

 

 



For obs # 5364, the decision tree you would start with the DEBTINC, you would follow 

it down the left hand brand because the DEBTINC was <44.7337, you then would follow 

VALUE for the branch <303749 and finally follow the < 6 Or Missing for DELINQ 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



For obs # 5365, the decision tree you would start with the DEBTINC >44.7337, next you would 

go to the DELINQ for >=0.5, then follow the CLAGE branch for <345.9333, then you would 

follow DELINQ for >=2.5 

 

 

 

 

 

 
 

 

 

 

 



The Obs # 5364 would be classified as a zero according to the decision tree and OBS # 5365 

would be classified as a 1. 

   
 

- Identify the same cases with rules. List the rule used in each case. 

 
Go to viewmodel node rules 

For Obs # 5364 

 

 
 

 For Obs # 5365 

 

 
 


