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 In this project, we used several nodes in SAS in order to build and test several different 

types of models being used in different ways to analyze and interpret the data from the Real 

Estate files which contained information about the features of low-end residential properties in 

two different types of neighborhoods of a medium sized mid-west US city. Initially, once the file 

import node was used to import the data, the variable levels for several variables were changed 

according to Table 1 so that the data could be properly processed. The role of SalePrice was 

changed to that of the target variable because it was the output that we were trying to predict 

based on the various variables that were included in the dataset.  

The Stat Explore node was used to examine the distribution of all the variables. It gives 

us the ability to examine the statistical properties of our data set and lets us calculate correlation 

statistics for our input and target variables. The Variable Selection node was used to define the 

variables I wanted to use. The interactive binning node allowed us to split and combine bins to 

get a better distribution of the data. The transform variables node was used so that we can 

improve the fit of a model to our data and it allows us to create interaction variables.  

The filter node allows us to identify and remove any outliers from our data sets. The data 

partition node gives us the ability to divide our data set into a training set, a validation set and a 

test set. There was no test set in this case. The data was divided into a training set and a 

validation set only. The neural network node was used to train specific neural network 

configurations. The regression node allows us to fit linear and logistic regression models to the 
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data that we have. The MBR node lets us use the k-nearest neighbor algorithm to 

categorize/predict any observations that we come across. The model comparison node to 

compare each of the models and predictions. 

 For this project Dillon imported the data and figured out in what order we should arrange 

all of our models. Dillon was also able to identify what outliers that we must keep and which 

ones could possibly be thrown out. Dillon was also able to use the log function to show our data 

in a more presentable format. I was able to categorize the data and set the target output and 

analyze the data from the results. 

 According to the output results, Regression 2 (Variable Selection) was able to perform 

the best out of all the models. The root mean squared error (RMSE) for regression 2 was the 

smallest measuring at $12,752.96. While MBR performed the worse with a mean squared error 

of $13731.30.  

 Looking at the mean predicted graphs seem to me to be very sporadic, which is caused by 

all the variables and their impacts on the target. The graph represents the error between the 

predicted and target/outcome values. The error for regression 2 is the best and has the best error 

on the mean predicted graph.  

 In the end using our data set of 321 records of housing data that was separated into 193 

training entries and 128 validation entries. Since there is not a lot of data to be utilized by our 

models we can not have a very low RMSE, which shows the error in the base units. This is 

important because you can compare the data back into the real unit (dollars in this case). After 

looking at the RMSE we have concluded that regression 2 (the regression model that utilizes 

variable selection) is the best model for the data we have utilizing the nodes and tools we have 

learned so far without using decision trees. 
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