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- Part 1.  Complete the given Excel spreadsheet to simulate the training process until 

the classification improves.  You don't have to but if you continue you will achieve 

100% accuracy.  

 

 

 

 



 

 

 



 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



- Part 2.  Develop a neural network to predict the price of a used Corolla using the 

Excel file from a previous assignment.  Create a two-layered network with one 

hidden layer. Use three units in the hidden layer. For the hidden use the linear 

combination function and hyperbolic tangent as the activation function. For the 

output layer use the exponential activation function and Poisson error function. Use 

Average Error as the model selection criterion. Answer the following questions: 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



- Turn in the Iteration Plot. What is the number of iterations?  Why did the neural 

network adopt the weights at that number of iterations? 

View  modeliteration plot 

 
 

There were 50 iterations. The neural network adopted the weights at that number of 

iterations because that is where the maximum number of iterations was set to stop. It 

stopped the iteration process once it has stabilized at a certain point which is assumed to 

be the local minima. We cannot say for sure that it is some global minima, but it is 

possible. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



- Build another Neural Network node and choose Softmax as the activation function 

for the hidden layer. Which is the better model? Why? What does this comparison 

result tell you about how to select the best model? 

 

 
 

 
 

SoftMax is better because it stops iterating sooner than the first model. Therefore, it will 

save you time when running the model. The SoftMax model stabilizes much sooner than 

the other model. The SoftMax model has a lower Root Mean Squared Error as well as a 

lower Average Squared Error. The results say that we should select the model that has the 

lowest number of iterations so that we can have significant gains in processing time as 

well as gains in the RMSE. 


