
 

 

Diane Nguyen 

Homework Assignment 1 

Due: 4/1/19 

 

Part 1 

- Find the correlation coefficient between calories and fat and the correlation coefficient 

between calories and calories for the Cereal file. Describe how you find both by showing 

the steps and the formulas in each step. Please note you may not use COVARIANCE and 

CORREL Excel functions. 

 

The correlation coefficient between calories and fat was found to be 0.498609814. 

The steps are:  

 Find the averages of calories, fat 

 Add a column for the variance in calories and variance in fat. The variances can be found 

by subtracting each value by the average and summing those values 

 Add a column for variance in calories * variance in fat,  

 Sum the values for all of the variance in calories * variance in fat 

 Take the sum of variance in calories * variance in fat and divide by N 

 This will give you the correlation coefficient for calories and fat 

 

 

 
 

 

The correlation coefficient between calories and fat was found to be 1.00. 

The steps are:  

 Find the averages of calories, and calories 

 Add a column for the variance in calories and another for variance in calories. The 

variances can be found by subtracting each value by the average and summing those 

values 

 Add a column for variance in calories * variance in calories,  

 Sum the values for all of the variance in calories * variance in calories 

 Take the sum of variance in calories * variance in calories and divide by N 

 This will give you the correlation coefficient for calories and calories 



 

 

 
 

 

- Use the Variable Cluster node to find the correlation matrix for the variables Calories, 

Fat, Protein, and Ratings.  

 

Ratings was not included because it is the target variable. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Part 2 

 

Use the given Wine file for this part of the assignment. Turn in the following: 

 

- Principal components using covariance matrix and correlation matrix.  Provide both the 

principal components and their proportions, cumulative proportions, and for each 

principal component the weights of the original variables. 

For Correlation: 

 
For Covariance: 

 
 

 

 

 



 

 

 

The Weights For Correlation: 

 
The Weights For Covariance: 

 
 

- Note any major difference(s) between the result sets and explain why the difference(s) 

exists(exist). 

 

PCA is a method of extracting important variables (in form of components) from a large 

set of variables available in a data set. It extracts low dimensional set of features from a 

high dimensional data set in an attempt to capture as much information as it can. PCA is 

more useful when dealing with 3 or higher dimensional data. It is always performed on a 

symmetric correlation or covariance matrix. This means the matrix should be numeric and 

have standardized data. In terms of standardization, all your data should be standardized to 

measure in the same units. For example you may want to standardize all of your data in 

terms of a z-score distribution. The purpose of PCA is to try to reduce the number of 

variables you have, in the first run of the covariance PCA you can see that it accounts for 

over 99% of your data. Instead you will want to use PCA for correlation it normalizes your 

data for you. 

 

 

 



 

 

- Illustrate with a comparative prediction model why it may be necessary to use 

standardized data in PCA. Show appropriate evidence. 

 
As you can see, the regression model without principle component analysis has the lowest value 

for root average squared error. 

 

 
 

 

 

 

 

 



 

 

Part 3 TBD 

 

       Use the attached files to finish this part of the assignment. 

 

- For each data file build a comparative model to assess the performances of a regression 

model with variable selection and a decision model without variable selection. Compare 

the performances using either LIFT or Root Average Squared Error as appropriate. 

 For ContinuousTargetCategoricalPred 

 
 For ContinuousTarget1 

 
 For BinaryTargetCategoricalPred 

 
 For BinaryTargetIntervalPred 

 
 

 

 

 

 

 

 



 

 

- List the selected variables of the Variable Selection Node in each case. 

 For ContinuousTargetCategoricalPred: 

 
 For ContinuousTarget1: 

 
 For BinaryTargetCategoricalPred: 

 
 For BinaryTargetIntervalPred: 

 

 
 

 

 

 

 



 

 

 

- Turn in the flow diagram of all the models. 

 

 
 


